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• The views expressed by the presenters are not necessarily those of Ernst & 
Young LLP or other members of the global EY organization.

• These slides are for educational purposes only and are not intended to be 
relied upon as accounting, tax or other professional advice. Please refer to 
your advisors for specific advice.
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Insurance CROs are preparing for the full impact of AI
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Our global survey of Chief Risk Officers (CROs) at insurers highlights that CROs are preparing for the full impact of artificial 

intelligence (AI) — both in the business and within their own operations. 

CROs also acknowledge that “data” is a priority for them as it is one of the foundational elements for the use of AI. Insurers are maturing their data 

capabilities through data lineage, data quality enhancements and data governance practices.

believe that AI (including machine 
learning) poses a significant risk for 
their companies over the next three 
years

have implemented, or are 
exploring, advance analytics, 
including AI, generative AI or 
machine learning, for fraud 
monitoring and surveillance 
primarily

are in the process of establishing 
firmwide AI governance and related 
roles and responsibilities, including 
setting up policies, procedures and 
controls, along with embedding risk 
personnel as part of exploration and 
deployment efforts

have acknowledged the talent need 
to cover risk management activities 
with specific skills in data science, 
AI/machine learning, model risk 
and 
data fluency

64% 59% 60% 51%
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Insurance firms face multiple governance and control challenges that may impede AI 
adoption
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Firms acknowledge the need for AI-specific governance, but they are concerned that compliance with responsible AI practices may decrease innovation 

speed and increase costs.

believe that one or more significant, AI-specific risks 
present a barrier to adoption

believe that guardrails are required for AI 
implementation and adoption 

believe that regulatory ambiguity and 
volatility are barriers to AI adoption

57% 91% 67%
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• To responsibly govern AI in line with the expectations set by the Biden Administration Executive Order on AI, National Institute of Standards and 

Technology (NIST) and US financial services regulators, firms require an AI risk governance structure with clear roles and responsibilities and 

associated policies and procedures to enable a well-functioning AI risk management framework.

• Firms should update existing risk management frameworks and processes by enhancing with AI-specific risks and controls.

Effective and responsible AI governance requires enterprise-wide coordination
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Ownership of risk mitigation and controls

Model risk 

management

AI/ML risk 
management

Third-party 

management

Model Developer

Key participants across the model lifecycle serve as 
primary owners of risk leveraging supportive 

organizations and gating bodies.

MRM
Provides an effective challenge to the development, 

implementation and use across the model risk lifecycle.

Chief data officer (CDO)

The CDO works to enable data capabilities and 
promote data quality, security and governance.

Model risk Operational 
risk

Model risk

Data risk

Data risk Reputational 
risk

Third-party risk 
management (TPRM) 
Addresses third-party-risk 
considerations, including

vendor platforms, security 
and reliance.

Compliance

Ensures compliance with 
regulatory requirements 
(e.g., unfair bias, privacy)

Legal risk

Third-party risk Compliancerisk

Chief technology officer (CTO)/chief 
information security officer (CISO)

The CTO/CISO works to enable technology 
infrastructure and adequate capability to mitigate 

technology and data risk.

Legal

Advises developers, validators and users on 
all legal considerations.

Related risks
(e.g., infrastructure, data security, adversarial attacks)

Legal risk
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EY exists to build a better working world, helping to 
create long-term value for clients, people and society 
and build trust in the capital markets. 

Enabled by data and technology, diverse EY teams in 
over 150 countries provide trust through assurance and 
help clients grow, transform and operate. 

Working across assurance, consulting, law, strategy, tax 
and transactions, EY teams ask better questions to find 
new answers for the complex issues facing our world 
today.

EY refers to the global organization, and may refer to one or more, of the 
member firms of Ernst & Young Global Limited, each of which is a separate legal 
entity. Ernst & Young Global Limited, a UK company limited by guarantee, does 
not provide services to clients. Information about how EY collects and uses 
personal data and a description of the rights individuals have under data 
protection legislation are available via ey.com/privacy. EY member firms do not 
practice law where prohibited by local laws. For more information about our 
organization, please visit ey.com.

Ernst & Young LLP is a client-serving member firm of 
Ernst & Young Global Limited operating in the US.
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